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Abstract 

Alzheimer's disease (AD) is a neurological disorder that kills brain cells and causes memory loss in the patient. Early detection can 

protect the patient's brain cells from further damage and prevent irreversible memory loss. Several treatments focus on detecting the 

condition quickly, accurately, and early to limit the damage to a patient's mental health. Recently, various automated technologies and 

methods for diagnosing Alzheimer's disease have been introduced. Deep learning is a robust machine learning technique for 

classifying and extracting low-level to high-level features. We propose automated method for diagnosis Alzheimer's disease using Alex 

Net architecture and a convolutional neural network (CNN). This research aims to develop a helpful framework for the early 

identification of Alzheimer's disease using Magnetic Resonance Angiography (MRA) neuroimages. 
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I. Introduction 

Alzheimer’s disease is a brain ailment that steadily impairs memory and cognitive abilities and, ultimately, the ability to carry out the 

simplest activities. Alzheimer’s is a kind of dementia. The two pathologies that define Alzheimer's disease are the growth of the 

protein beta-amyloid (plaques), which are found outside of neurons, and the tangles of the protein tau, which are found inside of 

neurons. These changes are followed by the death of neurons and brain tissue damage. Alzheimer's is a steadily worsening brain 

condition that develops years before symptoms appear. 

Recent extensive post-mortem studies suggest that more than 50 % of patients with Alzheimer's dementia have Alzheimer's disease 

brain abnormalities (pathology) as well as brain alterations of one or more additional causes of dementia, such as cerebrovascular 

illness or Lewy body disease. If this is termed the mixed disease and, if identified throughout life, is called mixed dementia. 

One of the most powerful areas of neuroscience is called "neuroimaging," which describes a collection of imaging methods used to 

look at the nervous system. The rapid advancement of these methods has led to the creation of new images that make it possible to 

extract meaningful information about the anatomy and function of the brain. 

Researchers now utilize neuroimaging modalities, including MRI, CT, and PET, to develop novel methods for analyzing neuroimages. 

Extracting hidden features based on picture pixels is a crucial function of neuroimage processing in diagnostic classification. By 

recognizing the unique features of the picture, the precise processing results help distinguish between healthy and unhealthy situations. 

Convolutional neural network (CNN), in particular, has demonstrated excellent performance in various computer vision applications, 
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including object recognition, segmentation, and classification. Since it can be used for both feature extraction and classification, 

CNN's methods are distinguished by their high level of image processing performance. The process of extracting features from an 

image involves applying a transform filter to create a feature map, which is combined with a pooling layer to help reduce the size of 

the map. AlexNET is a convolutional neural network that is eight layers deep. The first five were convolutional layers, three max-

pooling layers, and the last three were fully connected layers (the final layer is the softmax layer). AlexNET has got multiple 

convolutional layers and it might look similar to LeNET but it is much deeper. LeNET also had multiple convolutional layers but here 

number was really large. The goal of this research is to build a useful model based on magnetic resonance angiogram (MRA) 

neuroimages for the early diagnosis of Alzheimer's disease. 

II. Literature survey 

Deep learning algorithms have shown impressive performance in recent years. Due to deep learning's success in identifying 2D natural 

pictures, several research has tried to apply it to medical imaging [4, 5]. Strong deep learning models, in particular CNN, can decipher 

latent or hidden representations in neuroimaging data and efficiently identify pathologies associated with illness [1]. Additionally, 

CNN's may develop general cognition by connecting various elements of a picture. The complexity of medical imagery connected to 

Alzheimer's disease, however, means that there is still a long way to go before deep-learning algorithms can be used to identify the 

illness.. 

Medical imaging investigations using structural MRI, functional MRI (fMRI), PET, and diffusion tensor imaging (DTI) have all 

benefited from the use of deep learning models [6]. According to our literature evaluation, MRI is the most often used diagnostic tool 

for diagnosing AD. Hence, for this study's sake, we have concentrated on MRI scans. Deep models are typically ineffective because 

convergence takes too long and a huge dataset is needed, even though deep neural networks have been used to train from scratch in 

many studies [7]. Neuroimaging databases sometimes only include a few hundred photos, which leads to over fitting issues, even 

though image classification datasets for item classification typically comprise millions of images. In practice, it's common to use pre-

trained CNNs for one domain-specific task as the initialization step, then retrain them for additional charges by fine- tuning their final 

layers [8, 9]. 

This is due to the more universal qualities present in CNNs' bottom layers, which are helpful for a wide range of tasks and may be 

transferred from one application domain to another. Transfer learning, a method for training large networks without over fitting, is 

compelling. It has been shown that transfer learning, particularly for cross-domain tasks, is quicker and yields better outcomes than 

initial training [10, 11]. 

To establish the first transfer learning method for AD diagnosis using deep learning, Gupta et al. 

[1] first found a 2D CNN with one convolutional layer and a max-pooling layer, then used a neural network that included a single 

hidden layer for classification after feature extraction using a sparse auto- encoder. They demonstrated that training the auto encoder 

using real-world images enhances classification performance in higher layers. 

Three 2D CNNs with two convolutional layers were trained using three slices in the core of the hippocampal region of specific MRI 

images. This transfer learning approach was created by Aderghal et al. [13]. Instead of beginning from scratch with a small dataset of 

DTI images, they utilized transfer learning to apply models trained on MRI images. They finally combined all the networks and used a 

majority voting method to arrive at a decision. 

In recent years, deep learning systems have performed in a ground-breaking way. A rising number of studies have attempted to use deep 

learning in medical imaging as a result of its effectiveness in classifying 2D natural images [4, 5]. Deep learning models, especially 

CNNs, may effectively detect disease-related pathologies and reveal latent or hidden representations in neuroimaging data by creating 

connections between distinct image areas. But before deep learning algorithms can be used to recognize the condition, researchers still 

have a long way to go, given the complexity of medical images associated with AD. 

Recent technology advancements have paved the way for the introduction of beneficial new tools for healthcare professionals, such as 

advancements in the field of neuroimaging that have made it easier for researchers and medical personnel to acquire a vast array of 

various neuroimaging data sets. 

Classical Machine Learning-Based Methods 

Classical Machine Learning-Based Me Machine learning algorithms have also been included as part of the innovations, dramatically 

accelerating diagnosing and treating Alzheimer's disease. Researchers have employed well-known pattern analysis techniques, such as 

linear discrimination analysis (LDA), logistic regression (LR), and support vector machine (SVM), to create prediction models for the 

early identification of Alzheimer's disease [14]. The most significant obstacle to adopting these old categorization techniques is the 

time needed to accomplish these steps since their usage requires skill and numerous stages of development [15]. 

Research to create a diagnostic model for Alzheimer's disease was carried out by Lebedev et al. [16].185 Alzheimer's patients and 225 

healthy participants' structural MRI scans from the ADNI database were utilized. The average morphometric characteristics, which 

include sulcal depth, Jacobian maps, and cortical thickness, were extracted using the Free-Surfer image analysis program, which 

contains the surface-based registration technique. When tuning and evaluating the model performance throughout the training process, 

they employed out-of-bag estimates, and RF achieved the best results with 88.6% and 92.0% of sensitivity and specificity, 

respectively. 
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The displacement field was provided as the features after being reduced using the principal component analysis approach for 

dimensionality reduction in Zhang and Wang's [17] 3D-MRI images of 28 patients with Alzheimer's disease and 98 healthy people 

from the OASIS database. According to the findings, the Twin-SVM classifier performed best, achieving accuracy, sensitivity, and 

specificity of 92.75%, 90.56%, and 79.61%, respectively. 

Additionally, Beheshti et al. [18] employed structural MRI scans for 130 Alzheimer's patients and 130 healthy individuals from the 

ADNI database. Each participant had undergone neuropsychological testing, from which they had derived clinical markers such as the 

results of the clinical dementia ratio and the mini-mental state assessment. They also employed the voxel-based feature extraction 

approach to extract features from structural MRI images, as well as feature ranking that was determined by reducing the classification 

error. Their suggested model performed well based on the findings, achieving an accuracy rate of 92.48%. 

In a different research, Zhang et al. [19] used the longitudinal structural MRI scans from the ADNI database for 207 healthy people 

and 154 Alzheimer's patients. After that, they used a data-driven method for landmark discovery to find landmarks and suggested a 

landmark-based feature extraction framework that employs a bag-of-words technique to extract statistical high-level spatial and 

contextual longitudinal information. Based on their findings, the SVM classifier performed well, with an accuracy rate of 88.30%. 

In their study, Zeng et al. [20] utilised MRI scans from the ADNI database for 82 patients with NC and 92 Alzheimer's patients. Then, 

they extracted voxel characteristics using the automated anatomical labelling template. They suggested a hybrid model that uses the 

switching delayed particle swarm optimization technique and principal component analysis to improve the kernel parameter and 

penalty factor of the SVM classifier. The suggested classifier has done better than existing machine learning classifiers with a level of 

accuracy of 71.23%, according to the results. 

In a different investigation, Zhang et al. [21] examined the longitudinal structural MRI scans from the ADNI database for 207 healthy 

people and 154 Alzheimer's patients. After that, they used a data-driven method for landmark discovery to find landmarks and 

suggested a landmark-based feature extraction framework that employs a bag-of-words technique to extract statistical high-level 

spatial and longitudinal contextual information. Based on their findings, the SVM classifier performed well, with an accuracy rate of 

88.30%. 

 

In their study, Zeng et al. [22] utilized MRI scans from the ADNI database for 82 patients with NC and 92 Alzheimer's patients. Then, 

they extracted voxel characteristics using the automated anatomical labeling template. They suggested a hybrid model that uses the 

switching delayed particle swarm optimization technique and principal component analysis to improve the kernel parameter and 

penalty factor of the SVM classifier. The suggested classifier has done better than existing machine learning classifiers, with a level of 

accuracy of 71.23%, according to the results. 

Recently, Koh et al. [23] employed MRI brain images from the Harvard Brain Atlas and the University of Malaya Medical Centre 

databases for 55 Alzheimer's patients and 110 healthy people. Then, they extracted features using the bidirectional empirical mode 

decomposition approach. According to the findings, RF classifiers and SVM with a polynomial kernel of one degree had the best 

performance, with an accuracy rate of 93.9%. 

As a result, the main hurdle to using standard machine learning is the obligatory step of extracting features from various neuroimaging 

images and feeding them to classification algorithms. 

Deep Learning-Based Methods 

Researchers' challenges utilizing conventional machine learning methods to cope with pictures may be solved by deep learning. In the 

area of image processing, particularly in medicine, it sparked a lot of attention [24]. Deep learning algorithms are emphasized as the 

best approaches for working with picture datasets since their findings clearly outperformed those of classic machine learning 

techniques [25]. 

Research by Liu et al. [26] used FDG-PET neuroimaging to construct a model for diagnosing Alzheimer's disease using deep learning 

techniques. They divided the 3D-FDG-PET images into 2D slices and utilized them to compare 100 healthy participants and 93 

patients with Alzheimer's disease from the ADNI database. Following that, slices were organized into nine-slice groups depending on 

how similar their structural characteristics were. In order to extract features, deep learning techniques were used. A 2D-CNN model 

was trained to extract intra-slice features, and a 2-stacked bidirectional-gated recurrent unit cascaded to extract inter-slice features. 

Based on feeding the created features into two fully linked layers and a softmax layer, the final classification output is produced. Based 

on the findings, the suggested model performs well, with an accuracy level of 91.2%. 

Ge et al. [27] utilized 3D MRI images from the ADNI database of 139 healthy people and 198 Alzheimer's patients. Cerebrospinal 

fluid, white matter, and grey matter were the three sections of the tissue image that underwent concurrent 3D multiscale-CNN 

processing in order to extract the multiresolution features. Additionally, two distinct layers of fusion layer were carried out on various 

sizes of a tissue area as well as other tissue regions. After that, in addition to the classification job, dimensionality reduction of the 

obtained features was performed using XGBoost [28]. The suggested model has a degree of accuracy of 89.51% on datasets divided 

by topic, according to the findings. 

In addition to 418 Alzheimer's patients and 407 healthy participants from the ADNI database, Basara et al. [29].’s MRI scans included 

50 normal subjects and 124 Alzheimer's patients from the Milan database. The proposed model consists of a fully connected layer, an 
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output layer for linear regression, and 12 convolutional layers of repeated blocks with the ReLU activation function. According to the 

findings, the suggested model performed well on both data sets, achieving an accuracy level of 98%. 

Additionally, Pan et al. [30] employed three-axis slices from MRI scans of 162 healthy people and 137 patients with Alzheimer's 

disease from the ADNI database. The suggested model extracted features from a collection of coronal, sagittal, and transverse MRI 

slices using a variety of 2D-CNN models. After that, 2D-CNN models are combined to create a special ensemble model that produces 

the classification result. The suggested model has achieved great performance with an accuracy level of 84% and 5% based on the results 

of using 10-fold cross-validation on the data set. 

 

Additionally, Feng et al. [31] employed 3D MRI images from the ADNI database for 159 healthy people and 153 patients with 

Alzheimer's disease. The three models they presented are 2D-CNN, 3D-CNN, and 3D-CNN-SVM, where 3D-CNN extracts features 

from scans, and SVM is used to perform classification tasks using the retrieved features. Based on their experimental findings, the 3D-

CNN-SVM model performed the best, with rates of accuracy, specificity, and sensitivity of 99.10%, 99.40%, and 98.80%, 

respectively. 

In a different research, Li et al. [32] employed 4D MRI images from the ADNI database for 174 healthy people and 116 patients with 

Alzheimer's disease. The suggested model was built utilizing two methods: 3D-CNN and Long-Short Term Memory (LSTM). Using 

3D convolutional kernels, 3D-CNN was used to extract features from scans, and LSTM was used for the classification job based on 

the derived features. While 3D CNN could collect spatial information and LSTM could capture time-varying features, the suggested 

C3d-LSTM model has trained on 4D functional MRI scans without the requirement to slice it into 3D and 2D images. Based on their 

studies, the model has a high degree of performance with an accuracy of 97.37% and 0.56%. 

Recently, Liu et al. [33] utilized MRI scans from the OASIS database for 30 patients with Alzheimer's disease and 332 healthy people. 

After using resampling methods on the data set, the final version of the data set had scans for 450 Alzheimer's patients and 532 

healthy subjects. They also tested their model using a number of MRI images from the ADNI database. The suggested model can be 

separated based on depth. By dividing the convolutional layer into filtering and feature extraction layers, CNN varies from the basic 

CNN. Along with GoogLeNet and AlexNet [34,35], they also used the fundamental CNN paradigm via transfer learning. According to 

their tests, transfer learning produced the best results, with GoogleNet achieving an accuracy level of 93.02%. 

The findings of earlier research have shown that using deep learning methodologies, which do not need a feature extraction step, is 

more accurate and efficient than using typical machine learning techniques. Additionally, findings are reliable and efficient because of 

the large number of images employed in Alzheimer's neuroimaging kinds. However, there is still room for improvement in deep 

learning methods for managing neuroimaging data, particularly datasets that include numerous frames for each patient, each of which 

has a unique collection of characteristics that are ultimately related to each other and signify crucial changes. 

Additionally, it seems that no study has focused on the use of MRA scans or the cerebral blood flow biomarker for the categorization of 

Alzheimer's disease in prior studies. This study is regarded as the first to focus on cerebral blood flow, a new biomarker investigated 

using MRA scans. Additionally, we develop a novel diagnostic strategy in which the outcomes are confirmed in collaboration with 

specialists in the field of interventional radiology. This is done by testing the accuracy of the results as necessary to maintain a 

competitive edge and by drawing conclusions about impaired blood flow and its impact on Alzheimer's patients. 

Proposed Alexnet architecture 
 

 

Alexnet Architecture 

One thing to note here, since Alexnet is a deep architecture, the authors introduced padding to prevent the size of the feature maps 

from reducing drastically. The input to this model is the images of size 227X227X3. 

Convolution and Maxpooling Layers 

Then we apply the first convolution layer with 96 filters of size 11X11 with stride 4. The activation function used in this layer is 

relu. The output feature map is 55X55X96. 

In case, you are unaware of how to calculate the output size of a convolution layer Output= ((Input-filter size)/ stride) +1 
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Also, the number of filters becomes the channel in the output feature map. 

Next, we have the first Maxpooling layer, of size 3X3 and stride 2. Then we get the resulting feature map with the size 27X27X96. 

After this, we apply the second convolution operation. This time the filter size is reduced to 5X5 and we have 256 such filters. The stride 

is 1 and padding 2. The activation function used is again relu. Now the output size we get is 27X27X256. 

Again we applied a max-pooling layer of size 3X3 with stride 2. The resulting feature map is of shape 13X13X256. 

Now we apply the third convolution operation with 384 filters of size 3X3 stride 1 and also padding 1. Again the activation function 

used is relu. The output feature map is of shape 13X13X384. 

Then we have the fourth convolution operation with 384 filters of size 3X3. The stride along with the padding is 1. On top of that 

activation function used is relu. Now the output size remains unchanged i.e 13X13X384. 

After this, we have the final convolution layer of size 3X3 with 256 such filters. The stride and padding are set to one also the 

activation function is relu. The resulting feature map is of shape 13X13X256. 

So if you look at the architecture till now, the number of filters is increasing as we are going deeper. Hence it is extracting more 

features as we move deeper into the architecture. Also, the filter size is reducing, which means the initial filter was larger and as we go 

ahead the filter size is decreasing, resulting in a decrease in the feature map shape. 

Next, we apply the third max-pooling layer of size 3X3 and stride 2. Resulting in the feature map of the shape 6X6X256. 

Fully Connected and Dropout Layers 

After this, we have our first dropout layer. The drop-out rate is set to be 0.5. 

Then we have the first fully connected layer with a relu activation function. The size of the output is 4096. Next comes another 

dropout layer with the dropout rate fixed at 0.5. 

This followed by a second fully connected layer with 4096 neurons and relu activation. 

Finally, we have the last fully connected layer or output layer with 1000 neurons as we have 10000 classes in the data set. The 

activation function used at this layer is Softmax. 

This is the architecture of the Alexnet model. It has a total of 62.3 million learnable parameters. AlexNet was the first convolutional 

network which used GPU to boost performance. 

1. AlexNet architecture consists of 5 convolutional layers, 3 max-pooling layers, 2 normalization layers, 2 fully connected layers, and 1 

softmax layer. 

2. Each convolutional layer consists of convolutional filters and a nonlinear activation function ReLU. 

3. The pooling layers are used to perform max pooling. 

4. Input size is fixed due to the presence of fully connected layers. 

5. The input size is mentioned at most of the places as 224x224x3 but due to some padding which happens it works out to be 

227x227x3 

6. AlexNet overall has 60 million parameters. 

Conclusion 

Alzheimer's disease is incurable and has a long-term negative impact on the sufferer. It has recently been discovered that the number 

of Alzheimer's patients is rising. Alzheimer's disease must be identified early to prevent the patient's condition from worsening.This 

research presented a unique strategy based on a MRA scan.In future work, we want to gather additional data to create a new CNN 

architecture that produces more accurate findings in addition to doing segmentation studies to support radiologists' treatment plans. 
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